
Journal of Advanced Computing Research Vol. 1, Issue 1 (2016) 20-21 

 

20 

 

Floyd’s Shortest-Path Algorithm Theory

Aini Hayati binti Anuar #1, Mohamed Faidz Mohamed Said #2 

# Universiti Teknologi MARA 

70300 Seremban Negeri Sembilan, MALAYSIA 
1 ainihayatianuar@gmail.com 

2 faidzms@ieee.org 

 
Abstract— These studies are parallel algorithms for the Floyd’s 

shortest-path algorithm theory for solving the all pairs 

shortest-path problem which can be categorized into two cases. 

For a better understanding, we would like to explain the 

algorithm theory which has the most unfavorable scenario 

runtime of O( ) for graphs with n vertices. Researchers have 

put a lot of effort in order to improve the algorithms and at the 

same time, developing the other algorithms also. Based on 

these studies, the important, advantages and disadvantages of 

the Floyd’s shortest-path algorithm theory have been 

identified. 
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I. INTRODUCTION 

Shortest-path problem can be prescribed on a directed, 

weighted graph, where the distances are referred as weights. 

New contributions and ideas keep arising in the scientific 

publications due to the problem itself is quite 

understandable and is being extensively studied (for 

example, paper by [1]). In operational research especially 

related to find a route between two nodes (point), the 

shortest path problem is considered as vital and a well-

known problem [2].  

Primarily, there exist two types of the shortest path 

problem:  

• Single source shortest path problem (SSSP):  

Establishing the briefest paths from an origin node 

to every single other nodes of the graph.  

 

• All pairs shortest path problem (APSP):  

The computation of the briefest paths for 

individual pair of vertices in the graph. 

  

      Normally, the shortest path problem are classified into 

cases without cycle(s) (Figure: 1(a)) and cases with cycle(s) 

(Figure: 1(b)) [3]. There are algorithms for both cases where 

an excellent result is assured [4, 5]. Every node can be an 

origin or sink in the cases with cycles there is no origin, or if 

there a sink (last terminal).  

 

 

Figure 1. Two straightforward networks, (a) without a cycle and (b) with 

cycles. 

In order to solve an all pairs shortest-path problem, many 

different algorithms can be exerted as well as the discrete 

optimization methods (for example, typical dynamic 

programming), customary heuristic search ways (for 

examples, genetic algorithm and simulated annealing), and 

typical graph algorithms (for examples, Johnson, Dijkstra 

and Floyd-Warshall [6]). A basic and commonly used 

algorithm, the Floyd-Warshall algorithm is implemented in 

order to evaluate the briefest paths in the middle of entire 

pairs of vertices in an edge weighted directed-graph. 

This algorithm has the most unfavorable scenario runtime 

of O( ) for graphs with n vertices. There exist a few 

algorithms with an improved most unfavorable scenario 

runtime [7-16], the terrific of these algorithms presently 

obtained a runtime of O(   log log n/ log2 n) [12] 

subsequently O(mn +   log log n) [17]. However, the 

Floyd–Warshall algorithm is less sophisticated compared to 

these algorithms which these algorithms also engage 

troublesome data structures. Therefore, the Floyd–Warshall 

algorithm is nevertheless the first option in many cases. 

The purpose of this paper is to explain the Floyd’s 

shortest-path algorithm theory for a better understanding 

which could be helpful for educational grounds. The 

arrangements for rest of this work are as follows. Section 2 

provides an overview on the Floyd’s algorithm. Section 3 

discusses the Floyd’s algorithm itself. Section 4 would be 

conclusion. 

II. BACKGROUND 

Floyd algorithm is also well-known as the Roy-Warshall 

algorithm, Roy-Floyd algorithm or WFI algorithm. In 1962, 

this algorithm was issued by Robert Floyd. In spite of that, 

this algorithm is basically identical with the prior algorithm 

issued in 1959 by Bernard Roy and also by Stephen 

Warshall in 1962 to obtain the transitive closure of the 

graph. Also in 1962, Peter Ingerman was the first person to 
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express the modern formulation of Warshall algorithm as 

three nested for-loop [18].  

For the improvement of these algorithms, researchers 

have done quite a lot of effort and numerous other 

algorithms have been formed by bringing together these 

algorithms. For example, an excellent exploration of 

traditional algorithms and their applications [4] and a 

comprehensive comparative analysis on numerous shortest 

path algorithms [5]. Next, a recent APSP algorithm is 

introduced, for real-weighted directed graphs that run in 

O(mn +   log log n)  time [17]. Other than that, is the 

awareness about adopting Floyd-Warshall algorithm with 

graphs that have negative weight cycles [3]. The 

applications of this algorithm also can be seen in 

discovering a ordinary expression indicating the ordinary 

language by restricted automaton, inversion of real matrices 

and optimal routing [19]. 

III. METHODOLOGY 

 

The Floyd’s algorithm is a basic algorithm for 

discovering out the briefest paths for each pair of vertices in 

a directed graph. It is a dynamic programming algorithm 

that solves a problem by combining the solutions to a sub-

problems [20, 21]. The abstraction of intervening vertices is 

the base of this algorithm. Let  be the weight matrix, and 

 be the briefest path from i to j with its intervening 

vertices in the set [6]. Then for k > 1,  

 

  (1) 

 

Thus, the  will give the briefest-paths matrix for the input 

graph. The algorithm is stated in Figure 2 beneath. 

 

 

Figure 2.  The Floyd-Warshall Algorithm. 

The triple nested for loops decide the time complexity of 

the algorithm that obviously display O(n3) is the running 

time of this algorithm. The distance matrix consist of d[i,j] 

values yields the distance of briefest-path from i to j and the 

route of the briefest-paths can be quickly established from 

the former matrix containing r[i, j] values. 

IV. CONCLUSION 

In conclusion, the Floyd’s shortest-path algorithm theory 

play an important role especially in solving the all pairs 

shortest-path problem. Other than that, it also has plentiful 

real-world applications such as in communications, 

transportation and electronics problems. While analyzing the 

Floyd’s algorithm, the advantages, disadvantages and 

application of this algorithm also have been identified.  
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